





VACE

Video Analysis & Content Extraction

IARDAN

- Envisioned as a high risk, long term R&D Program:

+ Phasel Fail 2000 - Winter 2002
* Phase it Summer 2003 - Summer 2005
+ Phase Iti Fall 2005 - Fall 2007

° VACE Program Committee:

— CIA  -—-NSA — DIA — NiMA -- ARDA
* Research Goals
- Robust person, vehicle, and text d ion and g

— Cross media content analysis and extraction

~ Fully automatic video indexing based in image, text, and audio
content.

— Efficient methods for representing video content.
~ Event Detection, Recognition and Understanding.

— Low cost video corpus marking and preparation

VACE Phase 1:

Research Objectives

1. Object Detection 2. Object Recognition
* Robust and accurate « Determine the specific
detection, location and counts instance of an object class.
of an object: - Person
— Facein aroom, ~ Vehicles
~ Textin a scene. — Text TECHNOLOGY
- Vehicle in a scene. CAPABILITY

— Region where the object

appears.  TECHNOLOGY| |. poes Mr. Prime Minister
CAPABILITY appear at the news
+ How many persons in the conference?
scene?

» Is Mr. Terrorist at the airport?
« Find the next scene where

text/people appear.

VACE Phase 1:

Research Objectives

TARDAN

3. Object Tracking 4. Motion Analysis

+ Determine the path of a « Quantify the movement of
known object within a objects or phenomena in a
sequence. video sequence.

TECHN TECHNOLOGY
CHNOLOGY CAPABILITY
CAPABILITY

= Is that really Mr. Terrorist by
his manner of walking (e.g.
his gait)?

+ What can we team from the
gestures and faciatl
expressions of Ms. Prime
Minister?

«  What areas of the airport were
visited by Mr. Terrorist?

/:.% RQ B

VACE Phase 1:

Research Objectives

5. Multi-modal Fusion

« Combine muftiple sources of
information to support
detection, recognition and
understanding for given
scenes. TECHNOLOGY

CAPABILITY

«  What can be understood from
combining processing resuits
from speech, text, and image
in a video of a Middle east
political rally?

6. Event Understanding

« Form inferences from
occurrence or re-occurrence
of activity.

TECHNOLOGY

CAPABILITY

« Person A just left the scene
with Person B’s briefcase.

+ The yellow truck outside the
building is the same one
circling the buitding all week.

AR

VACE Phase 1:

Research Objectives

7. Video Summary

« Methods to reduce
information representation
+ Scenario based activity
summarization.
TECHNOLOGY

8. Video Query by
Example

« Retrieve video sequences like
the example sequence.

TECHNOLOGY

CAPABILITY
+ Rapid browsing
« Mr. Terrorist and Mr. Violent
met in the Rome airport last
evening.

« Mr. Negotiator agreed with
Ms. Economic Advisor on a
framework for partnership.

CAPABILITY

« Is this scene duplicated in the
database?

« Find all of the news
broadcasts that show this
video sequence of a rocket
taunch.
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VACE Phase 1:
m Research Objectives
9. Muiti-Modal Video 10. Kinematics Analysis
Mmmg « fdentify an object, event or
+ Automatically discovering phenomenon by its motion.
trends, patterns and
associations in video.
TECHNOLOGY TECHNOLOGY)|
CAPABILITY CAPABILITY
* Mr. Terrorist appears in Ro.me + Does Mr. Terrorist’s car
when Mr. Violent arrives with " .
a briefcase contain all of his equipment
. based on its acceleration?
+  When Ms. Prime Minister
appears, Mr. Negotiator is
always present.
18
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University of Southemn California

VACE Phase 1: Object Tracking & Event Understanding e

A A Research Objectives
ARDA j FARDAY (Co-P1: Ram Nevatia & Gerard Medioni) _

11. Integrity Analysis 12. Video Mensuration
+ Examine video data for signs * Measure temporal, spatial, or
of maniputation or tampering. spectral dimensions in data
TECHNOLOGY TECHNOLOGY
CAPABILITY CAPABILITY
* Has this video been altered? +  What is the position of the
. Yellow Truck in the
::Itl:;:tgta:;{"{z:::gns' surveillance video relative to
) the government facility? How
ly can you
this position?

19 22
VACE Phase 1: Goal uscC
R bjecti oaits
ARDAY esearch Objectives TARDAN
13. Model * Infer interesting events in a video
Reconstruction — Some examples: people meeting, exchanging objects,
ing....
« Construct an accurate 3D geStu" 9 )
geometric model of an object — Events may take place over a range of time scales
i‘;"n':,;’f or more video — Requires object recognition
TECHNOLOGY + Provide a convenient form to define events

CAPABILITY L.
. Based on this set of video — An eventrecognition language (ERL) that can be

tapes, is the existing model of compiled automatically to produce recognition

Mr. Tervorist's compound programs

accurste? - Compute a structured representation of video
- Events and objects

— Spatial and temporal relations between them

USC

VACE Program Contractors Tracking Moving Blobs

FARDAY

» Blobs split and merge due to occlusion, similarity

Camegle
Mellon  Carnegle

prtomedal oo GECom with background, noise blobs appear...

Research
(Roboticy Inst ) frseares

+ Use of region similarities and trajectory
smoothness can help infer good trajectories
« Two approaches
— Multi-resolution spatio-temporal grouping

- Perceptual grouping using graph representation and
tensor voting
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Some Tracking Problems usc
IARDA!
« Input: A set of moving regions
¥ )
il ;
- L — Bad detectiong
Noise || Crossings Occlusions S— -

« Output: ldentification and Tracking of the objects

- |
L ||
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Tracking Demonstration USC

Tracking by Tensor Voting USC

FARDAN

» Propagate motion and shape information into
uncertainty regions around paths in the graph

« Accumulate votes by tensor voting process

« Includes process for merging and splitting of blobs
to yield smooth trajectories

" g:]
For iistance.
TR .
i

1]
i Wl KT AR !

Time t
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Multiple Objects Tracking USC

JARDANEES

28

; ; ; USC
fm\Lrackmg with multiple cameras

+ Motivation

— Multiple cameras can provide larger field of view and
reduce effects of occlusion

+ Issues

— Registration of multiple views
- Calibration of different cameras

— Synchronization of different video streams
- Different frame rates

—~ Grouping of trajectories across views

29

Two Video Streams

Two partially overlapping views

30




Projective Registration Usc

Registered
Trajectories

Registered Views

Summary: Blob Tracking UsC

« Real-time tracking with hierarchical approach and graph-
based methods
— Region similarity exploited but not continuity

+ Perceptual grouping using tensor voting
-~ Slower, but better tracks

< Merging multiple camera tracks is in early development
stage

« Future work
~ Improve efficiency of perceptual grouping
— Develop adaptive muiti-scale approach
- Integrated detection and tracking from multiple cameras

32

Multi-thread Event Modeling Usc

ARDAW
+ Global activities can be described by several
actors performing related actions

- Action threads may overlap in time but are related by
temporal/logical constraints

* Represented by an event graph

- Nodes are single-thread events

- Links indicate temporal relations represented by
Interval-Based Temporal Logic

- Only qualitative refations between intervals such as “before”,
“after”, “during”, “overlap”, ... are specified

348

v Example of Multi-thread Event USC

USC

Summary: Accomplishments Usc

FARDA

+ Object detection and tracking

— Good progress for mobile objects including cases with
some

— Inference of 3-D trajectories
- Integration of views from multiple cameras

« Generic framework for event recognition

— Defined an event hierarchy, ERL and procedure for its
compilation

— Developed efficient methods for recognizing events

36




Activity Detection by Video Content Estimation§
IARDA University of Maryland (P1: Larry Davis)

7

UMD Program Overview UMD

IARDA

Low level techniques

— Background Modeling and Detection (Davis)
— Tracking and segmentation (Eigammal)

— Motion Segmentation (Aloimonos)

+ Human ldentification

~ Utilizing Color-Spatial Information for Object Tracking
and Person Identification (Davis)

— Probabilistic Face Recognition from Compressed
Imagery (Chellappa)

+ Event modeling and recognition
— Space-Time Grouping (DeMenthon)
— Activity Recognition (Doermann)

Background modeling
and detection

UMD
TARDAN

» Improved methods for background modeling and
segmentation

* Methods for parameter estimation

— Global and local illumination changes (shadows and
highlights)

— Variable (moving) backgrounds
— Video quality

~ Presence of foreground objects in background during
training

39
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Problem UMD

FARDIAN

+ Prior methods do not work well with
compressed video.

Uncompressed
video

Compressed
video
(~60 kbits/sec) - o
Input Classification Foreground
40
Methodolo UMD
JARDA 9y

« “Vector” quantization of sample background
values into codebooks
—~ A compressed form of background model.

— Allows utilization of long training periods with limited
memory

» Adaptively model dynamic background over long
time periods using a layered model.

+ Separate brightness from chromaticity to handle
illumination variations.

41

Results Resul{3ID
W

Uncompressed

Video .
(~55 Mbits/sec) §
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UMD

Videos

Segmentation of Groups
into Individuals

UMD
JARDA

« Objective:Build appearance
representations of people
when they are isolated that
enables segmentation of
foreground regions when
they occlude one another

oan =

“

Representation UMD
BRDA P
* Model the person as a vertical set
of blobs.

+ Each blob has a color distribution
that is independent of the
position within the blob

350

Tracking with occlusion UMD

ARDAN
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Multi-Modal Content Extraction in Video
m Camegie Mellon University (P1: Takeo Kanade)
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FARDA!

CMU Program Overview MU

Scalable object detection (Kanade,
Schneidermann)

— Face Detection that is robust to variations in pose,
lighting, compression, and image quality

— Vehicle Detection for multiple makes/models (e.g.,
passenger cars, trucks, and miilitary vehicles)

Tracking and Recognition (Chen)

Pose estimation and enhancement (Chen)




Object Detection
Research Goals

CMU

TARDAN

» Face Detection - robust to variations in pose,
lighting, compression, and image quality

+ Vehicle Detection — multi-kinds (e.g., passenger
cars, trucks, and military vehicles)

48

C
mounFace Detection Car Detection

3

50
i Scalable Object Detection MU
Input Local Region Part and
Window and Position Position
— Dimensionality =0098]
Ny — M —— |Reduction& ga:g
; Quantization y=4

x=3
y=4

51
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Classification MU
AGTR,
Input Parts Probabilities Decision
Window Rule
T 0674 T T
—— 0987 — Face
/
—_—
0.541
B
- Sample exhaustively with overlay
52

Training.images P (part,x,y lobject)
]

Sampled
of object parts

Training images

Sampled
of “non-object”

parts P (part,x,y [non-object)
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ARDAN

image Enhancement CMU
FRDA g
+ Object-Oriented POCS
— Using the knowledge of faces and text
56
CMU

Face Tracking

Expression

Registration
Errors

lllumination

Pose

352

. . ... CMU
mmn_Modeling Continuous Variations

Expression

Pose e

Hlumination
: ) ] i
52
CMU
i Approach
» Try to update the model over time
— Learn from new data
-~ May want to “forget” old data -> decay factor
m, =Am,_ +{1-A)x, 2=09
R, =R, +(-p)x,—m, Nx,-m,) x=09
« No need to model all kinds of variations
59
CMU

Result: Expression

[] 200 400 600 800
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CMU
| VACE Phase | Research Results

« Developed robust capabilities for person detection
and tracking in compressed video streams.

» Developed robust capabilities for the automated
detection of objects in single frame images.

» Developed new normalization techniques to
improve recognition in video data.

61

VACE Phase lI:

Video Research Environment

Multiple
Challenge
Problems

Recpgnition & Tracking: Motion Arigy4is; kimge
12 Pameter Extimation & Other Wmulye Metadata)

VACE
Research Objectives

VACE Phase lI:

Separate, Coordinated Activities

Multiple
Challenge
Problems

353

Video Data: VACE Phase il Plans
FARDA)

« Actively pursuing multiple sources of video
data to support VACE Phase Il R&D
Program; In particular:

— Planning to acquire or generate video data to
support the Phase il Challenge Problems

- Planning to annotate video data to support both
metric based component level and application
level Phase !l sponsored evaluations

VACE Phase ll:

FARDA User Testbed / System integration

» Pull together best available system components
emerging from VACE Program research efforts
~ Couple VACE components with existing GOTS and COTS software

+ Develop end-to-end VACE prototype(s) aimed at
specific Operational Video Exploitation environments

* Government-led effort:
— Directly Linked into Sponsoring Agency’s Technology Insertion
Organizations
— Close, working relationship with working Analysts
— Provide external system development support
— TBO External O will be identified by the VACE Program to
h System Integration / Testbed efforts

P
- May also utilize additional external researchers as Consultants /
Advisors in this effort

€5

Measures of Success
AT

* Robust Video Indexing
— Reliable, Value Added
— Robust Content Representation
—~ Automatic Event Understanding

* Quantitative Performance Breakthroughs
- Open evaluations using representative corpora
- Significant advances against baselines

+ Enable New Applications

- Efficient Video Retrieval, Intelligent Browsing,
Data Mining, Link Analysis, Visualization

+ Vastly Improved Application Performance

— Users’ Evaluation in operational context .
6




Performance Evaluation: Wh

FARD y

+ Understand Strengths and Weaknesses of
Various Alternatives

« Track/Document Significant Progress
+ Understand Potential Trade-offs

« Facilitate Cooperation, Integration

» Predict Performance on Unseen Data
 This is not a contest

+ Absolute Numbers are Less Important
- Range of useful values depending upon task

67

ARDAN VACE Phase | Evaluations

+ Performed Detection Evaluations for:
- Text
- Face

— Human bodies

~ Vehicles
+ Initial attempt at text tracking evaluation

» Evaluations separated by about four months

VACE Phase Il Evaluations

FARDA
How will VACE Phase II evaluations be
different from VACE Phase I evaluations?

« Move from detection/tracking to object/event
recognition

+ Specific evaluation tasks and schedule will
be defined by Phase il efforts

« Revisit prior evaluations periodically
» Evaluate on larger data sets

« More participants

68
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Discussion / Questions ?
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